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The development of self-learning and independent computers has long captured our imagination. The HAL 9000 computer, in the 1968 film, 2001: A Space Odyssey, for example, assured, “I am putting myself to the fullest possible use, which is all I think that any conscious entity can ever hope to do.” Machine learning raises many challenging legal and ethical questions as to the relationship between man and machine, humans’ control—or lack of it—over machines, and accountability for machine activities.

While these issues have long captivated our interest, few would envision the day when these developments (and the legal and ethical challenges raised by them) would become an antitrust issue. Sophisticated computers are central to the competitiveness of present and future markets. With the accelerating development of AI, they are set to change the competitive landscape and the nature of competitive restraints. As pricing mechanisms shift to computer pricing algorithms, so too will the types of collusion. We are shifting from the world where executives expressly collude in smoke-filled hotel rooms to a world where pricing algorithms continually monitor and adjust to each other’s prices and market data.

Our paper addresses these developments and considers the application of competition law to an advanced “computerised trade environment.” After discussing the way in which computerised technology is changing the competitive landscape, we explore four scenarios where AI can foster anticompetitive collusion and the legal and ethical challenges each scenario raises.
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I. INTRODUCTION

“We will not tolerate anticompetitive conduct, whether it occurs in a smoke-filled room or over the Internet using complex pricing algorithms. American consumers have the right to a free and fair marketplace online, as well as in brick and mortar businesses.”

The development of self-learning and independent computers has long captured our imagination. The HAL 9000 computer, in the 1968 film, 2001: A Space Odyssey, for example, assured, “I am putting myself to the fullest possible use, which is all I think that any conscious entity can ever hope to do.” Today businesses (and governments) are increasingly relying on big data and big analytics. As technology advances and the cost of storing and analyzing data drops, companies are investing in developing “smart” and “self-learning” machines to assist in pricing decisions, planning, trade, and logistics. Furthermore, with the Internet of Things, more of our daily activities will be collected and used to enhance (or exploit) our immediate living environment—the way we commute,
These developments are accompanied by advances in Artificial Intelligence (“AI”). That is, the development of software and computers capable of self-learning and intelligent behavior.

Naturally, these developments raise many challenging legal and ethical questions as to the relationship between man and machine, humans’ control—or lack of it—over machines, and accountability for machine activities. While these issues have long captivated our interest, few would envision the day when these developments (and the legal and ethical challenges raised by them) would become an antitrust issue.

The antitrust community is accustomed to company executives fixing prices, allocating markets, and allocating bids. The film, The Informant!, captures these real-life executives who every year conspire around the world to fix prices and reduce output. Price-fixing cartels are generally regarded in the competition world as “no-brainers.” The cartel agreement (even if unsuccessful) is typically condemned as per se illegal; the executives and companies have few, if any, legal defenses. And in the U.S., among other jurisdictions, the guilty executives are often thrown into prison.

So it made the news when the U.S. Department of Justice (“DOJ”) warned antitrust lawyers, economists, and scholars of the dangers of complex pricing algorithms. In 2015, the DOJ charged a price-fixing scheme involving posters sold through Amazon Marketplace. According to the DOJ, David Topkins and his coconspirators adopted specific pricing algorithms that collected competitor pricing information for specific posters sold online and applied the sellers’ pricing rules. The competitors used the pricing algorithms with the goal of coordinating changes to their respective prices.

Sophisticated computers are central to the competitiveness of present and future markets. With the accelerating development of AI, they are set to change the competitive landscape and the nature of competition restraints, which enforcement agencies will need to tackle. That notion was well reflected in the DOJ’s criminal prosecution.

---

10. Id.
With the present usage of computers and anticipated technological advancements, more industries will adopt sophisticated pricing algorithms and, as this Article discusses, there is a greater risk of sustainable tacit collusion. One may wonder: what is the role of competition law in this new environment of almost perfect price transparency and aligned incentives?

This Article addresses these developments and considers the application of competition law to an advanced “computerized trade environment.” We believe that questions raised in these cases are central to our current thinking on antitrust enforcement and technological developments. Such questions concern, for example, the concept of agreement and intent in a computer-dominated environment, the boundaries of legality and collusion, the antitrust liability of algorithms’ creators and users, the ability to constrain AI, the relationship between humans and computers, and the possibility of creating ethical, law-abiding machines.

After discussing in Part II the way in which computerized technology is changing the competitive landscape, Part III explores possible ways in which computers can foster collusion. We consider varying levels of technological development, which differ in the enforcement challenges they raise. Part IV reviews the competition policy challenges raised by advanced computers and AI. Part V concludes.

Our focus in this Article is predominantly on the implications of algorithmic collusion. Elsewhere, we discuss other aspects of the digital economy, including behavioral discrimination and super-platform competition. These themes are explored in our book, *Virtual Competition: The Promise and Perils of the Algorithm-Driven Economy* (Harvard University Press, 2016).

II. THE CHANGING COMPETITION LANDSCAPE

The increased automation of computerized protocols and the rapid developments in technology have changed the way we interact, communicate, and trade. Indeed, a look at the way in which we purchase goods and services reveals an increased reliance on the internet, computers, and technology. These processes have accelerated the relative decline of the high street trade and the rise of digitalized markets. They have affected our competitive landscape, as digitalized markets cover an ever increasing spectrum of commercial activities—from stock trading to the offer and purchase of online products and services.

Indeed, with the rise of data-driven business models, companies are increasingly turning to computer algorithms that learn from the data they process. Such algorithms operate by “building a model from example inputs and using this to make predictions or decisions, rather than follow-

---

12. Id.
The velocity at which data are generated, accessed, processed, and analyzed has increased and, for some applications, is now approaching real-time. Consequently, there is a “growing potential for big data analytics to have an immediate effect on a person’s surrounding environment or decisions being made about his or her life.” We see this with automated stock trading and other machine learning, where autonomous systems, through algorithms, can “learn from data of previous situations and to autonomously make decisions based on the analysis of these data.”

Interestingly, recent years have witnessed ground-breaking research and progress in the design and development of smart, self-learning machines. The field has attracted significant investment in deep-learning and AI by leading market players. In 2011, IBM’s Jeopardy!-winning Watson computer showcased the power of computers and used deep-learning techniques, which enable the computer to optimize its strategy following trials and feedback. Deep-learning techniques have also been implemented in day-to-day technology. For instance, the technology has been used by Microsoft in its Windows Phone and Bing voice search and by Audi in developing “driverless” cars. More recently, the launch of Deep Q-network by Google showcased enhanced self-learning capac-
ty. The computer was designed to play old fashioned Atari games.\(^22\) Importantly, it was not programmed to react to any possible move in the game; rather, it relied on models which enabled it to “learn” the game environment through trial and error and improve its performance over time.\(^23\) The technology mimics human learning by “changing the strength of simulated neural connections on the basis of experience. Google Brain, with about 1 million simulated neurons and 1 billion simulated connections, was ten times larger than any deep neural network before it.”\(^24\)

These technological developments—the rise of computerized market environments, accumulation and harvesting of data, automation of protocols, and machine learning—have far-reaching consequences when considered in the context of the nature and characteristics of competition between firms and their interface with consumers.

Take, for example, the way prices are determined. When we were growing up, humans monitored market activity and determined whether, and by how much, to raise or lower prices, and physically stamped products with price stickers. We recall the clerks along the supermarket aisle stamping each food can. Pricing decisions took weeks—if not months—to implement.\(^25\) Now with online trading platforms, computers can assess and adjust prices—even for particular individuals at particular times—within milliseconds.\(^26\) Online trade platforms enable sellers to segment the market by using dynamic pricing.\(^27\) Pricing algorithms dominate online sales of goods—optimizing the price based on available stock and anticipated demand—and are widely used in hotel booking, and the travel, retail, sport, and entertainment industries.\(^28\) Such an algorithm, which Amazon used to optimize profitability, notably made headlines when it led to an unintended hike in the price of Peter Lawrence’s book, *The


\(^{23}\) Id.


No. 5] ARTIFICIAL INTELLIGENCE COLLUSION 1781

Making of a Fly.29 At its peak, the book was offered for sale at the price of $23,698,655.93 (plus $3.99 shipping).30

On the one hand, these increasingly automated, digitalized transactions could create a more transparent marketplace in which resources are allocated more efficiently and where the best product or service, at the lowest price, triumphs. On the other hand, these pricing algorithms raise “the seemingly endless possibilities for both chaos and mischief.”31

Alongside their pro-competitive promise, digitalized, algorithm-based markets are characterized by the ability of sellers to “shadow” the activities of users and harvest data on human behavior.32 The new market environment provides sophisticated players with the capacity to monitor customers’ activities, accumulate data, and react to market changes with an ever-increasing speed.33 Computer algorithms may be used to optimize behavioral advertisements, individualized promotions, and targeted, discriminatory pricing. For example, Allstate used the so-called “marketplace considerations” algorithm, which sought to optimize pricing by determining the likelihood that users would compare prices before purchasing insurance.34 The use of the algorithm was criticized as it facilitated non-risk-based selective pricing which ranged from up to 90% discount off the standard rate to an increasing of premiums by up to 800%.35

III. THE SPECTRUM OF POSSIBLE ILLICIT CONDUCT

Competition enforcement typically focuses on possible illicit agreements among competitors, anticompetitive vertical restraints (such as resale price maintenance), the abuse of market power, and mergers that may substantially lessen competition.36 Our focus here is on collusion, which competition authorities across the world condemn. While antitrust enforcement predominantly targets corporations, the law considers the nature of illicit conduct through a “human” prism.37 Accordingly, the focal point for intervention is the presence of an agreement or understanding which reflects a concurrence of wills between the colluding compa-

31. See Eisen, supra note 29.
33. See id.
37. Id.
Illegality is triggered when companies, through their directors, officers, employees, agents, or controlling shareholders, operate in concert to limit or distort competition.\(^{39}\)

As illustrated above, we are shifting from the world where executives expressly collude in smoke-filled rooms to a world where pricing algorithms continually monitor and adjust to each other’s prices and market data. In this new world, there is not necessarily any collusive agreement among executives. Each firm may unilaterally adopt its own pricing algorithm, which sets its own price. In this new world, there is not necessarily anticompetitive intent. The executives cannot predict if, when, and for how long the industry-wide use of pricing algorithms will lead to inflated prices. The danger here is not express collusion, but more elusive forms of collusion. Computers may limit competition not only through agreement or concerted practice, but also through more subtle means. For example, this may be the case when similar computer algorithms reduce or remove the degree of strategic uncertainty in the marketplace and promote a stable market environment in which they predict each other’s reaction and dominant strategy. Such a digitalized environment may be more predictable and controllable. Furthermore, it does not suffer from behavioral biases and is less susceptible to possible deterrent effects generated through antitrust enforcement.

In what follows, we consider varying levels of technological development and use of computer algorithms, each raising different enforcement challenges. We identify four nonexclusive categories of collusion—**Messenger**, **Hub and Spoke**, **Predictable Agent**, and **Digital Eye**. For each category, we consider the presence of two important legal concepts: (1) evidence of intent and horizontal agreement, and (2) potential liability.

The first category—**Messenger**—concerns the use of computers to execute the will of humans in their quest to collude and restrict competition. Under this basic scenario, humans agree to the cartel and use their computer to assist in implementing, monitoring, and policing the cartel. From an enforcement perspective, the legal concept of agreement can be applied straightforwardly, and prosecutors, with sufficient evidence, will have no difficulty condemning the use of machines to facilitate the cartel. Subsequently, intent evidence plays a limited role in this category.

The second category—**Hub and Spoke**—concerns the use of a single algorithm to determine the market price charged by numerous users. In this scenario, a single vertical agreement by itself may not necessarily generate anticompetitive effects and does not necessarily reflect an attempt to distort market prices. Yet, a cluster of similar vertical agreements with many of the industries’ competitors may give rise to a classic hub-and-spoke conspiracy, whereby the developer (as the hub) helps orchestrate industry-wide collusion, leading to higher prices.\(^{40}\)

---

38. See *In re* Text Messaging Antitrust Litigation, 630 F.3d 622, 628–29 (7th Cir. 2010).
39. See id.
40. See, e.g., JTC Petroleum Co. v. Piasa Motor Fuels, Inc., 190 F.3d 775, 778 (7th Cir. 1999).
idence of the competitive effects of these vertical agreements may be mixed, intent evidence can help the competition officials to assess the agreement’s purpose and likely competitive effects (i.e., did the companies agree to use the single algorithm to raise prices).

The third category—the Predictable Agent—presents a more complex scenario. Here, humans unilaterally design the machine to deliver predictable outcomes and react in a given way to changing market conditions. In this category, there is insufficient evidence of any agreement (either vertical or horizontal). Each operator is developing its machine unilaterally, with awareness of likely developments of other machines used by its competitors. In this case, an industry-wide adoption of similar algorithms may lead to anticompetitive effect through the creation of interdependent action. Crucially, the use of advanced algorithms in this scenario transforms the market conditions. Before algorithms, transparency was limited and conscious parallelism could not be sustained. To facilitate the use of the price algorithms, the firms increase transparency, which makes the market more susceptible to tacit collusion/conscious parallelism in which prices will rise. Importantly, price increases in Category III are not the result of express collusion but rather the natural outcome of tacit collusion. While the latter is not itself illegal—as it concerns rational reaction to market characteristics—one may ask whether its creation should give rise to antitrust intervention. Proof of intent to change market dynamics is central in this scenario.

The fourth category—Digital Eye—is the trickiest. Here, the competitors unilaterally create and use computer algorithms to achieve a given target, such as profit maximization. The machines, through self-learning and experiment, independently determine the means to optimize profit. Noticeably, under this category neither legal concept—intent nor agreement—apply. The computer executes whichever strategy it deems optimal, based on learning and ongoing feedback collected from

---


44. Bell Atl. Corp. v. Twombly, 550 U.S. 544, 554 (2007) (“The inadequacy of showing parallel conduct or interdependence, without more, mirrors the ambiguity of the behavior: consistent with conspiracy, but just as much in line with a wide swath of rational and competitive business strategy unilaterally prompted by common perceptions of the market.”).

the market. Issues of liability, as we will discuss, raise challenging legal and ethical issues.

Before elaborating on each of the categories, the following table summarizes their key distinctions:

<table>
<thead>
<tr>
<th>Category 1: Messenger</th>
<th>Agreement</th>
<th>Intent</th>
<th>Liability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strong evidence</td>
<td>Limited role</td>
<td>Per Se Illegal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category 2: Hub &amp; Spoke</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed evidence</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category 3: Predictable Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>No evidence</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category 4: Digital Eye</th>
</tr>
</thead>
<tbody>
<tr>
<td>No evidence</td>
</tr>
</tbody>
</table>

A. First Category: The Computer as Messenger

In this simple scenario, humans use computers to directly execute their instructions. Such use may be subjected to a traditional enforcement approach. An agreement or concerted practice may be established as humans collude through the medium of computers. In this category, humans are the masters who map out the cartel. The computer algorithms serve as the messengers, in that the cartel members program the computers to help effectuate the cartel, and monitor and punish any deviation from the cartel agreement. To illustrate: in a classic cartel agreement, executives from rival firms secretly agree to fix prices, allocate markets or bids, or reduce output. Here, the executives, after colluding in secrecy, leave it to their computer algorithms to monitor and enforce the agreement.

Competition enforcers can rely on the case law involving an illicit agreement or concerted practice and use the concept of “object” or
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“per-se” illegality.49 The implementation and monitoring of the agreement by the computer may reflect the scope of the agreement and its harm, but the computers’ failure to effectuate the agreement does not affect the agreement’s illegality.50 The stronger the evidence of an anticompetitive agreement in Category I, the lesser the need for intent evidence to establish the concurrence of wills.51

Still, the intent of the cartel members may play a significant role in establishing the violation and, as such, merits more detailed consideration. The law has long considered a person’s intent for specific actions.52 The requisite evidence of intent for criminally prosecuted per se illegal offences, such as price fixing, is relatively modest. Lower U.S. courts have held that when the challenged activity is per se illegal under the antitrust laws, the government in criminal cases need only prove the existence of an agreement and that the defendant knowingly entered into the alleged agreement or conspiracy.53 Defendants’ altruistic motives are legally irrelevant when the conduct is per se illegal.54

49. Agreements among competitors that “tamper” with price structure are per se illegal. United States v. Socony-Vacuum Oil Co., 310 U.S. 150, 221 (1940) (“Even though the members of the price-fixing group were in no position to control the market, to the extent that they raised, lowered, or stabilized prices they would be directly interfering with the free play of market forces.”).

50. Power Conversion, Inc. v. Saft Am., Inc., 672 F. Supp. 224, 227 (D. Md. 1987) (“Price-fixing is per se illegal regardless of whether the objective is to raise or lower market prices, whether the agreement is successful or not, and whether the prices were reasonable or not.”). Thus, the Sherman Act reaches combinations formed for the purpose, and with the effect, of raising, depressing, fixing, pegging, or stabilizing prices. Antitrust plaintiffs need not prove that defendants fixed prices directly or controlled a substantial part of the commodity, no competition remained, or prices as a result were uniform, inflexible, or unreasonable. Socony-Vacuum, 310 U.S. at 222, 224 n.59.


52. Morissette v. United States, 342 U.S. 246, 250–51 (1952); see also United States v. U.S. Gypsum Co., 438 U.S. 422, 436 (1978) (“We start with the familiar proposition that ‘[t]he existence of a mens rea is the rule of, rather than the exception to, the principles of Anglo-American criminal jurisprudence.’”) (quoting Dennis v. United States, 341 U.S. 494, 500 (1951)); LYNN STOUT, CULTIVATING CONSCIENCE: HOW GOOD LAWS MAKE GOOD LAWS 206 (2011) (“Intent is so central to criminal liability that a person with bad intent can be sent to jail even if she harms no one.”). The U.S. Supreme Court has also recognised the relevance of the antitrust defendant’s intent, which can be inferred from the defendant’s anticompetitive conduct or lack of a valid nonpretextual justification. Board of Trade of Chicago v. United States, 246 U.S. 231, 238 (1918) (“This is not because a good intention will save an otherwise objectionable regulation or the reverse; but because knowledge of intent may help the court to interpret facts and to predict consequences.”).

53. See, e.g., United States v. Gillen, 599 F.2d 541, 545 (3d Cir. 1979) (holding that “in price-fixing conspiracies, where the conduct is illegal per se, no inquiry has to be made on the issue of intent beyond proof that one joined or formed the conspiracy”). The government need not prove the “perpetrator’s knowledge of the anticipated consequences” or intent to produce the anticompetitive effects. Gypsum, 438 U.S. at 446. Instead, “a finding of intent to conspire to commit the offence is sufficient; a requirement that intent go further and envision actual anti-competitive results would reopen the very questions of reasonableness which the per se rule is designed to avoid.” United States v. Brown, 936 F.2d 1042, 1046 (9th Cir. 1991) (quoting United States v. Koppers Co., 652 F.2d 290, 296 n.6 (2d Cir. 1981)) (agreeing “with the express holdings of six other circuits, and the intimations of another, that Gypsum does not require proof of a defendant’s intent to produce anticompetitive effects where the defendant is charged with a per se violation of the Sherman Act”).

54. United States v. U.S. Gypsum Co., 340 U.S. 76, 87 (1950) (“Good intentions, proceeding under plans designed solely for the purpose of exploiting patents, are no defense against a charge of violation by admitted concerted action to fix prices for a producer’s products, whether or not those products are validly patented devices.”); Giboney v. Empire Storage & Ice Co., 336 U.S. 490, 496 (1949)
One example of the first category is the *Topkins* case, where the defendant and his coconspirators agreed to fix, increase, maintain, and stabilize prices of certain posters sold online on Amazon Marketplace. To implement their illegal agreement, the conspirators agreed to adopt specific pricing algorithms for the sale of the posters with the goal of coordinating changes to their respective prices.

Another example of the use of computers to facilitate collusion is the *Airline Tariff Publishing* case. The United States alleged that the defendant airlines used their computerized fare dissemination services to freely negotiate among themselves supra-competitive fares in multiple markets. No one questioned that the defendants’ computerized fare dissemination system had a pro-competitive purpose in supplying travel agents with basic information about the airline fares for specific routes. The antitrust risks arose, however, when the defendant airlines also used this system as a forum to exchange information that was of limited or no use to consumers but was important to the other airlines in communicating and agreeing upon supra-competitive fares.

The Antitrust Division asserted that the defendant airlines essentially signaled their concurrence or disagreement to entreaties to raise fares and/or eliminate discounted fares through the First and Last Ticket Dates. Essentially, the defendant airlines communicated among themselves relatively costless proposals to change fares through these footnote designators with First and Last Ticket Dates. They employed sophisticated computer programs to process all this fare information, which enabled them to monitor and analyze their competitors’ responses to current and future fares on certain routes. These negotiations at times would link fare changes among different routes, and continue for several weeks until all the airlines had indicated their commitment to the fare in-
creases by filing the same fares in the same markets with the same First Ticket Date.\textsuperscript{65} Likewise, the airlines used the Last Ticket Dates in connection with the footnote designators to communicate proposals to eliminate discounted fares currently being offered to consumers.\textsuperscript{66} Not only did this computerized fare dissemination system enable the defendants to negotiate supra-competitive fares, it importantly enabled them to verify that such fares would stick and signal retaliatory measures against any airline that did not go along with specific fares for specific routes.\textsuperscript{67}

In a modified scenario of the above case, the airline executives would broadly agree not to compete along certain routes and program their computers to ensure that each airline is allocated its set of customers, to monitor any deviations, and to react automatically to any defections. Importantly, the computers here are used to execute the task which they were set, using pre-loaded data and orders. While faster than their creators, the computer algorithms reflect, and are limited by, the amalgamation of human instructions. The computers simply help execute the humans' anticompetitive agreement.

\textbf{B. Second Category: Hub and Spoke}

Here, competitors use the same (or a single) algorithm to determine the market price or react to market changes. In this scenario, the common algorithm, which traders use as a vertical input, leads to horizontal alignment.
To illustrate the possible anticompetitive effect, consider the price algorithm Uber uses to determine the contract pricing for its services.\footnote{68} That algorithm has been referred to as “algorithmic monopoly” because it may mimic a perceived competitive price rather than the true market price.\footnote{69} As more drivers use Uber’s algorithm, one may wonder what its effect on the market price may be. Reported instances in which the algorithm has pushed the price up raise challenging questions as to the algorithm’s possible manipulation of the perceived market price.\footnote{70} With a growing number of users and providers, the alternative universe created by the algorithm may provide an opportunity for exploitation and coordinated price increases.\footnote{71}

Another case is where firms electronically send their cost data to a third party that suggests (or sets) the profit-maximizing price. If many competitors use the same third-party pricing strategist, a hub-and-spoke conspiracy could ensue.

In this second category, a vertical agreement between the algorithm developer and user is not contested. The competitors—while agreeing to use the algorithm—did not necessarily agree to fix the prices for taxi services. It is the parallel use of the same algorithm which may give rise to concerns.

From an enforcement perspective, this category is particularly challenging because it may require one to delve into the heart of the algorithm and establish whether it is designed in a way that would or may lead to exploitation. If the algorithm is designed to facilitate collusion among its users, then we would have a classic hub-and-spoke conspiracy;\footnote{72} a similar review as the one discussed in our first category would apply.\footnote{73}

\begin{itemize}
  \item \footnote{69} Kononenko, supra note 68.
  \item \footnote{70} Posner, supra note 68.
  \item \footnote{71} Id.
  \item \footnote{72} As the Supreme Court noted, “an unlawful conspiracy may be and often is formed without simultaneous action or agreement on the part of the conspirators.” Interstate Circuit v. United States, 306 U.S. 208, 227 (1939). In that case, the movie theater owner approached each movie distributor individually, told each movie distributor of the contemplated conspiracy, told each movie distributor that the other movie distributors would be invited to join the conspiracy, and said that cooperation of all eight distributors was essential for the conspiracy to work. By giving their adherence to the conspiracy and agreeing to participate in it, both the movie theater owner (the hub) and eight distributors (spokes) would be liable.
  \item \footnote{73} See, e.g., Tesco v. Office of Fair Trading (Case 1188/1/1/11) Competition Appeal Tribunal, [2012] CAT 31 (U.K.). Indirect information exchange through a third party will be condemned where two phases are present: (1) Retailer A discloses to supplier B its future pricing, with the intention that B will pass that information to other retailers to influence market conditions; (2) C receives the information from B, knowing the circumstances in which it was disclosed by A to B; and makes use of that information in determining its own future pricing intentions.
\end{itemize}
Absent such anticompetitive design, the competition authority could explore the possible adverse effect of these vertical agreements to use the algorithm under the more forgiving Rule-of-Reason standard. Here, intent evidence may be used to assess the nature of the agreement (i.e., is it purely vertical or is it effectively a horizontal agreement among competitors), its likely competitive consequences, whether to categorize the conduct as a hard-core offense, and whether to prosecute civilly or criminally.74

In evaluating collaborations among competitors, the agencies consider intent evidence, which “may aid in evaluating market power, the likelihood of anticompetitive harm, and claimed procompetitive justifications where an agreement’s effects are otherwise ambiguous.”75 Thus, in determining antitrust liability, courts will consider the firms’ intent in using the algorithms, i.e., whether they (1) intended a clearly illegal result, such as agreeing to fix prices, or (2) acted with knowledge that illegal results, which actually occurred, were “probable.”76

C. Third Category: Predictable Agent

In this category, each firm unilaterally uses the computer as part of a subtle strategy to enhance market transparency and predict behavior. Under certain market conditions, the industry-wide use of algorithms transforms the market dynamic to effectively enable conscious parallelism and higher prices. In these new market conditions, the pricing algorithms can coordinate in one of two ways. The first involves the algorithms reaching a similar common understanding that is not explicitly negotiated but comes about with the computer learning to quickly detect and punish rivals’ price cutting. As a result, the algorithms are less likely to deviate from the supra-competitive price.77

74. U.S. DEP’T OF JUSTICE, ANTITRUST DIVISION MANUAL III-12 (2015), https://www.justice.gov/atr/file/761166/download (noting how the Department of Justice would not prosecute the offence criminally if “there is clear evidence that the subjects of the investigation were not aware of, or did not appreciate, the consequences of their action”).

75. Federal Trade Comm’n & U.S. Dep’t of Justice, Antitrust Guidelines for Collaborations Among Competitors 12 n.35 (Apr. 2000), https://www.ftc.gov/sites/default/files/documents/public_events/joint-venture-hearings-antitrust-guidelines-collaboration-among-competitors/ftcdojguidelines-2.pdf. Likewise, the European Commission assesses “whether or not an agreement has as its object the restriction of competition,” based on “a number of factors,” including evidence of the parties’ subjective intent. Guidelines on the Application of Article 81(3) of the Treaty, at ¶ 22, 2004 O.J. (C 101) 97, 100. See also U.S. Dep’t of Justice & Federal Trade Comm’n, Horizontal Merger Guidelines § 2.2.1 (Aug. 19, 2010) [hereinafter 2010 Merger Guidelines] (“Explicit or implicit evidence that the merging parties intend to raise prices, reduce output or capacity, reduce product quality or variety, withdraw products or delay their introduction, or curtail research and development efforts after the merger, or explicit or implicit evidence that the ability to engage in such conduct motivated the merger, can be highly informative in evaluating the likely effects of a merger.”).

76. United States v. U.S. Gypsum Co., 438 U.S. 422, 444–46 (1978) (concluding that “action undertaken with knowledge of its probable consequences and having the requisite anticompetitive effects can be a sufficient predicate for a finding of criminal liability under the antitrust laws”).

77. 2010 Merger Guidelines, supra note 75, § 7.
Alternatively, the computers can engage in parallel accommodating conduct, whereby “each rival’s response to competitive moves made by others is individually rational, and not motivated by retaliation or deterrence nor intended to sustain an agreed-upon market outcome, but nevertheless emboldens price increases and weakens competitive incentives to reduce prices or offer customers better terms.”

Unlike our first two categories, the firms in Category III have not jointly agreed to anything. The firms—in unilaterally creating and implementing the algorithms—did not intend a clearly illegal result, such as agreeing to fix prices. Each firm had an independent economic self-interest to develop and rely on the algorithms; indeed, it may be contrary to the firm’s self-interest to rely on human pricing or trading. Nor have the computers “agreed” as conventionally understood to fix prices.

To illustrate this possibility, imagine an oligopolistic market in which transparency is limited and therefore conscious parallelism cannot be sustained. Under these relatively competitive market conditions, the firms will compete as expected. Now, think of the basic conditions for tacit collusion/conscious parallelism. Suppose that to shift pricing decisions from humans to computers, each firm must increase price transparency. Now both the firm’s customers and rivals can promptly observe all the competitively significant terms. Indeed, competitors may, like high-speed traders, have the incentive to invest in technology that allows them to see the competitively significant terms a few minutes or seconds before customers. Also, suppose that the products are relatively homogeneous. By shifting pricing decisions to computer algorithms, competitors increase transparency, reduce strategic uncertainty (as the pricing algorithm cannot grant secretive discounts), and thereby stabilize the market. In such a market, tacit collusion may be sustained, leading to supracOMPETITIVE PRICES.

Here, tacit collusion could not have been easily sustained without computers. In some ways, it is akin to the use of computers at the black-jack table. The computers could count all the cards in the multiple decks to predict the likelihood of receiving a desired card. To compete, you would likely want a computer as well. So too each firm—in unilaterally shifting to pricing algorithms—would bring the market reality closer to that necessary for conscious parallelism, leading to higher prices. Importantly, the price increase is not the result of express collusion (Category I), but rather the natural outcome of tacit collusion. While the latter is not itself illegal—as it concerns rational reaction to market characteristics—one may ask whether its creation through “artificial” means should give rise to antitrust intervention.

This scenario raises several enforcement challenges. In essence, conscious parallelism takes place at two levels. First, when configuring
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the machines, each human, independently and without collusion, knows that when possible, a dominant strategy may be to follow the price increase of others. Furthermore, each person knows that if other firms settle for a similar program, an equilibrium may be established above competitive levels.

This conscious parallelism at the human level leads to the programming of machines which are aware of possible conscious parallelism at the market level. The computer is therefore set up to monitor the market and explore the likelihood of establishing interdependence of action, without venturing into illegal concerted practice or illicit agreement. The computer may also be programmed to punish deviations from a possible tacit agreement and to identify maverick firms which depart from the equilibrium.

In what follows, we further elaborate on the market dynamics and enforcement challenges that Category III presents.

1. Market Dynamics

Our scenario concerns similarly designed algorithms, which were developed independently, and are used to monitor activity on the market and rationally follow price leadership. That activity may stabilize interdependence on a market, subsequently leading to higher prices. Several key features are noteworthy in our algorithm-led marketplace.

First, markets are typically more vulnerable to coordinated conduct when a firm’s “significant competitive initiatives can be promptly and confidently observed by that firm’s rivals.” 80 This is more likely when “the terms offered to customers are relatively transparent.” 81 In our scenario, for the computer programs to optimize pricing, key market data must be digitalized and accessible. Each firm programs its computer to maximize profit by reacting to other market movements. One may, for instance, imagine the use of historic data to calibrate the computer’s dominant strategy. As such, when operating in a digitalized market environment with a few players, the pricing algorithms may foster greater transparency and anticipate each other’s moves. In such a scenario, computers can rapidly calculate the profit implications of myriad moves and counter-moves, police deviations and apply strategies to punish deviations, and subsequently sustain parallel behavior.

Furthermore, computer algorithms are quicker to observe price and demand changes, and respond (including tit-for-tat) in adjusting prices for relatively homogeneous products. Moreover, computers, to the extent they are plugged into their customers’ warehouses and amassing other data (such as shipment records), can identify if competitors are increasing sales (including expanding into serving new categories of customers, such as institutional buyers, or new territories). Thus, computers,
in quickly processing their market and customers’ proprietary data, may be more effective in monitoring rivals’ prices or customers, which not only increases transparency but the risk of coordination.

Second, markets are typically more vulnerable to coordinated conduct “if a firm’s prospective competitive reward from attracting customers away from its rivals will be significantly diminished by likely responses of those rivals,” which “is more likely to be the case, the stronger and faster are the responses the firm anticipates from its rivals.”82 Here, computer algorithms can process the pricing-related data quickly to determine price. In markets where customers can easily switch between suppliers and where the goods are homogenous, computer algorithms can quickly detect price reductions by a rival and effectively deprive the rival of any significant sales. The greater the price transparency, the quicker the competitive response, the less likely the first-mover will benefit, and the less likely a price reduction. Industry-wide use of “meeting-competition” clauses83 is likely to further increase the likelihood of assimilation through machine learning.

Markets are thus typically more vulnerable to coordinated conduct when each firm would be unlikely to profit from its competitive initiatives. For example, suppose Firm A’s computer lowers the price. If Firm A’s rivals immediately access the data and lower their prices, then Firm A would unlikely increase sales. Given the velocity with which the pricing algorithms can adjust, Firm A would unlikely develop amongst its customers the reputation of a price discounter. Accordingly, Firm A will have less incentive to discount.

Third, given the velocity of pricing decisions, firms would no longer have to rely on lengthy (e.g., thirty-day) advance price announcements, where sellers publish price changes ahead of their effective dates and await the competitive response to the announced price increase. Computers can have multiple rounds whereby one firm increases price and the rival computers respond immediately without the risk that the firm that initiates the price increase will lose many customers to rivals. Essentially, companies now may need only seconds, rather than days, to signal price increases to foster collusion.

Fourth, the pricing algorithms can engage in limit pricing to discourage would-be entrants.

Fifth, the stability needed for tacit collusion is further enhanced by the fact that computer algorithms are not likely to exhibit human biases. Human biases can always be reflected in the programming code, but if some biases are minimized (such as loss aversion, sunk cost fallacy, and framing effects), then the algorithm acts consistently on System 2 thinking, rather than System 1.84 The computer does not fear detection and

82. Id.
83. Id.
84. See generally DANIEL KAHNEMAN, THINKING, FAST AND SLOW (Farrar, Straus & Giroux 2011).
possible financial penalties or incarceration; nor does it respond in anger. Moreover, the universe may be closed with each algorithm sharing a common interest (profits) and inputs (same data) that may lead to stable, durable tacit collusion among a larger number of players as long as they can detect and appreciate the type of algorithm others are using. As computers assimilate, this becomes easier to predict.

2. **Enforcement Challenges**

The main enforcement challenge in this category concerns the legality of conscious parallelism. A rational reaction by competitors to market dynamics, in itself, is not illegal. When such legal behavior, absent communication or collusion, leads to an equilibrium being established above competitive levels—it does not trigger antitrust intervention. After all, one cannot condemn a firm for behaving rationally and independently on the market.

The fact that tacit collusion is legal, however, does not mean it is desirable. Indeed, in merger analysis, competition agencies may condemn a transaction that makes tacit collusion likelier. This is because the transaction, in effect, changes the normal competitive conditions. In our case, the use of advanced algorithms similarly transforms an oligopolistic market in which transparency is limited—and therefore conscious parallelism cannot be sustained—to a market susceptible to tacit collusion/conscious parallelism in which prices will rise.

The challenge for enforcers stems from the fact that price increases are not the result of express collusion but rather the natural outcome of tacit collusion. While tacit collusion is legal, should its creation through an enhanced computerized environment give rise to antitrust intervention? The question, therefore, is whether one may condemn the creation of a transparent market in which monitoring and punishment mechanisms are present. Should the man-made formation of the conditions for tacit collusion through the use of advanced algorithms be condemned as illegal? And if so, under what conditions? Can the competition agency impute the presence of an illicit agreement or understanding among the competitors to use similar algorithms to dampen competition?

85. Ezrachi & Stucke, supra note 67, at 79.


87. See 2010 Merger Guidelines, supra note 75, § 7.2.

88. The plaintiff can allege that the defendant firms collectively agreed to use these algorithms, namely their collective agreement to use a facilitating device that fosters tacit collusion. See Todd v. Exxon Corp., 275 F.3d 191 (2d Cir. 2001). The benefit of this approach is that it may be easier to prove the industry agreed to use algorithms (especially to ensure their interoperability) and knew that its rival firms’ algorithms had similar reward structures than it is to prove an agreement to fix prices. The downsides of this approach are the cost, duration, and unpredictability of a rule-of-reason case, and the difficulty for the court in weighing the pro-competitive benefits of product developments with the anticompetitive effects.
Most jurisdictions’ competition provisions require proof of agreement among the competitors to change the market dynamics. Such proof may, however, be hard to obtain. This may be so particularly as the strategy to develop the algorithm, to begin with, was a result of conscious parallelism. Evidence of exchange and sharing of information, or personnel movement from one company to another, may facilitate the finding of illicit concerted practice. One should acknowledge, however, that evolution dictates that the stronger, more powerful algorithms will likely prevail and dominate. This reality naturally fosters assimilation of systems between various computer developers and companies. A decision not to opt for the most advanced algorithm may be irrational. It would be as if a stock firm would want to rely on human floor traders when most trading is automated. The use of similar algorithms may further help stabilize the market. Computers can more easily detect the market behaviors of competitors, anticipate the rival algorithms’ likely reactions to different competitive responses, and opt the path that given the competitive reactions will maximize profits, which may often be the path toward conscious parallelism.

Absent evidence of an agreement to change market dynamics, most competition agencies may lack enforcement tools, outside merger control, that could effectively deal with the change of market dynamics to facilitate tacit collusion through algorithms. In some instances, one may consider other provisions that do not require proof of an agreement.

In the United States, for instance, the Federal Trade Commission (“FTC”) can bring this claim under § 5 of the FTC Act, which does not require an agreement but only a showing of an “unfair practice.” Many states have similar statutes. But the FTC has been unsuccessful in bringing these types of claims as evident in Boise Cascade and Ethyl. If the court adopts the standard in Ethyl, the FTC would need to show either: (1) evidence that defendants tacitly or expressly agreed to a facilitating device to avoid competition, or (2) oppressiveness, such as (a) evidence of defendants’ anticompetitive intent or purpose or (b) the absence of an independent, legitimate business reason for defendants’ conduct. Accordingly, in Category III, the defendants may be liable if, when developing the algorithms or in seeing the effects, they were: (1) motivated to achieve an anticompetitive outcome, or (2) aware of their actions’ natural and probable anticompetitive consequences.

90. Stucke & Ezrachi, supra note 45.
95. Id. at 139–40.
D. Fourth Category: Digital Eye—Optimizing Performance

The third category removed the legal concept of agreement and therefore restricted the range of enforcement tools. The application of § 5 of the FTC Act, for example, was contingent on anticompetitive motive or intent. In our last category, we completely remove the legal concept of intent. In doing so, we exclude § 5 from the available enforcement tool-box. We consider the possibility that the computer developers foresee tacit collusion as one of many possible outcomes—but not necessarily the likeliest outcome. Smart machines may independently optimize profitability by reaching conscious parallelism—or they may not. Note that in this category, the algorithm developers are not necessarily motivated to achieve tacit collusion; nor could they predict when, how long, and how likely it is that the industry-wide use of algorithms would yield tacit collusion. Nor is there any intent or attempt by the developers and user of the algorithm to facilitate conscious parallelism. The firm “merely” relies on AI.

In this last category, we assume that the computer is set a target such as the maximization of profit, optimization of performance, etc. The algorithm—using advanced neural networks—then operates autonomously to achieve the target. The actions of the algorithm are governed by limiting principles which prohibit illegal activity such as price fixing or market sharing. Subject to these restrictions, they do, however, allow self-learning and experimentation.

In this category, we consider the possibility that a self-learning machine may find the optimal strategy is to enhance market transparency and thereby sustain conscious parallelism or foster price increases. Importantly, tacit coordination—when executed—is not the fruit of explicit human design but rather the outcome of evolution, self-learning, and independent machine execution.

As noted earlier, conscious parallelism is legal. The question is whether such practices, when implemented by smart machines in a predictable digitalized environment, ought to be condemned. With machines rapidly adjusting to new data and competitive scenarios, the users and designers may know that increased transparency and supra-competitive prices may occur, but cannot predict ex ante when, for how long, and to what extent.

One should acknowledge the different levels of sophistication which characterize different machine-learning algorithms, agents, and market players. Faster, smarter operators may benefit from market transparency which is unavailable to others. Furthermore, their ability to react swiftly to change may leave others outside the market, thus increasing barriers

96. Id. at 139.
97. Absent such limiting principles, the scenario would be similar to the First Category of ‘messenger.’
to entry. Slower agents may be pushed outside the inner transparency circle and only gain access to it when leading agents opt not to react.99

As with the third category, the presence of similar-minded agents may facilitate collusion. A self-learning machine may find it easier to tacitly collude with similar machines. It may be easier for such computers to adjust to the changing market reality, and anticipate and understand moves made by other machines, which are designed along similar lines. Programs and computers are easily duplicated—a reality in which a market is operated by similar-minded agents should be anticipated.

Interestingly, in a market reality in which such future collusion is possible, the programmers’ designers may favor the use of similar algorithms. This seemingly benign decision may have significant implications once learning has taken place. The similar machines are more likely to “understand” one another and stabilize a collusive outcome.100 Importantly, recall that on the “factory floor” these computers have no specific commands which may trigger collusion. It is the self-learning in a transparent market occupied by similar-minded agents with the same profit maximizing goal which leads to collusion.

Despite similar effects as in Category III, the lack of evidence of an anticompetitive agreement or intent in Category IV may result in AI self-learning escaping legal scrutiny.

IV. REFLECTIONS AND POLICY CONSIDERATIONS

Coordinated, accommodating, or interdependent responses among computers raise challenging technical, enforcement, and ethical questions. These questions differ depending on the category of technological implementation.

In the **Messenger** category, the computer serves as the long arm of cartel members. Here, it merely provides an implementation platform and thus raises few challenges as to the presence of agreement (or intent).

The **Hub and Spoke** category concerns the parallel use of the same algorithm (pursuant to vertical agreements) that facilitate horizontal collusion. The first challenge concerns the technological decoding of the algorithm and related documentary evidence to determine whether it is designed to skew the market prices. In the affirmative, the scenario resembles the **Messenger** category and is *per se* illegal. If not, the effects of such a network on price, usage, and quality should be considered.

The **Predictable Agent** category raises challenging questions as to the ability to condemn the creation or strengthening of conscious parallelism through a sophisticated algorithm. Could superior technology,
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which enhances transparency, be targeted and condemned without the risk of chilling innovation and investment?

The Digital Eye category raises similar difficulties with respect to conscious parallelism, but increases the complexity of identifying intent and distinguishing between the operation of the machine and that of its designer.

In what follows, we review some of the legal and analytical challenges raised by the Predictable Agent and Digital Eye categories.

A. Determining the Primary Purpose for Increasing Transparency

Market transparency serves as a central variable that facilitates conscious parallelism in Categories III (Predictable Agent) and IV (Digital Eye). Yet, market transparency is a central pillar of effective competitive markets. Greater transparency enables information to flow freely, which may increase the competitive pressure. After all, the model of perfect competition assumes that buyers will have full information on prices and product characteristics, and the model equilibrium predicts uniform and competitive prices for comparable goods. In a digitalized environment such as the Internet, greater price transparency may reduce the buyers’ search costs in finding the best deal, whether for airline tickets or chainsaws. It may reduce the sellers’ ability to price discriminate.

Thus, if the algorithms increase market transparency, one challenge confronting the courts and competition authorities is that the defendants will often have an independent, legitimate business reason for their conduct. Courts and the enforcement agencies may be reluctant to restrict this free flow of information in the marketplace. Its dissemination, observed the Supreme Court, “is normally an aid to commerce” and “can in certain circumstances increase economic efficiency and render markets more, rather than less, competitive.” Indeed, concerted action to reduce price transparency may itself be an antitrust violation.

101. See supra Sections III.C–D.


104. Id. at 11 (“Market transparency is a necessary attribute for the model of perfect competition as it increases efficiency by reducing customers’ search costs and allowing suppliers to benchmark their performance with that of their competitors.”).
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108. United States v. U.S. Gypsum Co., 438 U.S. 422, 441 n.16 (1978); see also RICHARD A. POSNER, ANTITRUST LAW 160 (2d ed. 2001) (generally, the more information sellers have about their competitors’ prices and output, the more efficiently the market will operate).

Thus, one may find it difficult to fine-tune the enforcement policy to condemn “excessive” market transparency. This may be particularly challenging when the information and data are otherwise available to consumers and traders and it is the intelligent use of that information which facilitates conscious parallelism.

So, if humans program the computer to optimize profit and know that by reacting to changing market conditions through self-learning the computer will likely find collusion as the dominant strategy, are they liable? Perhaps—if there is strong evidence of anticompetitive intent. If the executives, for example, call their algorithm Gravy, and tinker with it to better manipulate the market, and boast about this in their internal e-mails—as was the Securities and Exchange Commission’s (“SEC”) case against Athena Capital Research—then liability is likely.110

In 2014, the SEC for the first time sanctioned a high-frequency trading firm, Athena Capital Research, for manipulating the market by “placing a large number of aggressive, rapid-fire trades in the final two seconds of almost every trading day during a six-month period to manipulate the closing prices of thousands of NASDAQ-listed stocks.”111 The SEC found that Athena used complex computer programs to manipulate the stocks’ closing prices.112 The sophisticated algorithm, code-named Gravy, engaged in a practice known as “marking the close” in which stocks were bought or sold near the close of trading to affect the closing price: “[t]he massive volumes of Athena’s last-second trades allowed Athena to overwhelm the market’s available liquidity and artificially push the market price—and therefore the closing price—in Athena’s favor.”113

Athena’s employees, the SEC alleged, were “acutely aware of the price impact of its algorithmic trading, calling it ‘owning the game’ in internal e-mails.”114 Athena employees “knew and expected that Gravy im-

consumers of truthful information); Press Release, Fed. Trade Comm’n, Arizona Trade Association Agrees to Settle FTC Charges It Urged Members to Restrain Competitive Advertising (Feb. 25, 1994) (1994 WL 184107 (F.T.C.)) (highlighting a trade association’s illegal agreement with members to restrict nondeceptive comparative and discount advertising and advertisements concerning the terms and availability of consumer credit); OECD, supra note 103, at 183, 185–86 (citing examples of U.S. enforcement agencies seeking to increase price transparency). But see, InterVest, Inc. v. Bloomberg, L.P., 340 F.3d 144 (3d Cir. 2003) (lack of price transparency in bond market not illegal if consistent with unilateral conduct).
113. SEC Charges New York-Based High Frequency Trading Firm with Fraudulent Trading to Manipulate Closing Prices, supra note 111.
114. Id. As the SEC alleged, Athena’s manipulative scheme focused on trading to imbalance securities at the close of the trading day:

Imbalances occur when there are more orders to buy shares than to sell shares (or vice versa) at the close for any given stock. Every day at the close of trading, NASDAQ runs a closing auction to fill all on-close orders at the best price, one that is not too distant from the price of the stock just before the close. Athena placed orders to fill imbalances in securities at the close of trading,
pacted the price of shares it traded, and at times Athena monitored the extent to which it did. For example, in August 2008, Athena employees compiled a spreadsheet containing information on the price movements caused by an early version of Gravy.115 Athena configured its algorithm *Gravy* “so that it would have a price impact.”116 In calling its market-manipulation algorithm “Gravy,” and exchanging a string of incriminating e-mails, the company did not help its case. Without admitting guilt, Athena paid a $1 million penalty.117

This case is illustrative. Automated trading can increase market transparency and efficiency, but can also lead to market manipulation.118 Finding the predominant purpose for using an algorithm will not always be straightforward. Athena, for example, challenged the SEC’s allegations that it engaged in fraudulent activity: “[w]hile Athena does not deny the Commission’s charges, Athena believes that its trading activity helped satisfy market demand for liquidity during a period of unprecedented demand for such liquidity.”119 A court might agree. Companies also can learn from Athena and be more circumspect in their e-mails.

Moreover, reliance on intent evidence does not help enforcers in Category IV, where consumers are still harmed by the conscious parallelism facilitated by industry-wide use of pricing algorithms.

**B. Advanced Safeguards**

A potential solution to increased transparency and cooperation may be to require firms to disclose publicly the data used in their algorithms. When the data exchange is asymmetrical—namely, the data is not provided or valuable to the company’s and its competitors’ customers—the dissemination of such information among competitors, while not *per se* and then traded or “accumulated” shares on the continuous market on the opposite side of its order.

According to the SEC’s order, Athena’s algorithmic strategies became increasingly focused on ensuring that the firm was the dominant firm—and sometimes the only one—trading desirable stock imbalances at the end of each trading day. The firm implemented additional algorithms known as “Collars” to ensure that Athena’s orders received priority over other orders when trading imbalances. These eventually resulted in Athena’s imbalance-on-close orders being at least partially filled more than 98% of the time. Athena’s ability to predict that it would get filled on almost every imbalance order allowed the firm to unleash its manipulative Gravy algorithm to trade tens of thousands of stocks right before the close of trading. As a result, these stocks traded at artificial prices NASDAQ then used to set the closing prices for on-close orders as part of its closing auction. Athena’s high frequency trading scheme enabled its orders to be executed at more favorable prices.

115. *In re* Athena Capital Res., *supra* note 110, ¶ 34.
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illegal, carries a high antitrust risk; the risk is especially high when its exchange is unlikely to promote overall efficiency and is likely to (or in fact did) promote tacit collusion.120

The problem is that information asymmetry, while relevant in the days when competitors exchanged printed price lists and e-mails, is less relevant with machine learning where the computers process a voluminous variety of commercially available data. If the data is generally available, customers may be using it as well.

Another option is to program computers to ignore commercially sensitive information that, although publicly available, is of little or no value to customers but helps the competitors arrive at a supra-competitive price.121 Identifying such information, however, is problematic. Part of the value of big data is data fusion, whereby computers link data sets from which new insights emerge.122 Moreover, the data for some applications—such as customers sharing their inventory data with suppliers—can promote efficiency while raising antitrust concerns.123 Even if the customers limit what information can be shared, the algorithms—by analyzing a variety of data—could fill in the gaps. So it would likely be

120. OECD, supra note 103, at 12. Why would competitors share a future price increase among themselves exclusively (or before announcing it publicly)? One possibility is to avoid the risk of losing customers as they negotiate through successive communications about how much to increase prices (or to decrease them, to threaten discounters). Moreover, by voluntarily sharing detailed transactional information with each other, the competitors can effectively police the price increase and detect any cheating. The customers, on the other hand, stand little, if anything, to gain by this increased price transparency among competitors. They are still largely in the dark about the future price increase (and thus cannot effectively adjust their purchases) or the prices that others have paid (and thus cannot leverage a better price with this information). It is questionable then how the marketplace is rendered more efficient and competitive by such asymmetric exchanges.

121. As an example, in Petroleum Products, the defendant oil companies publicly announced, at times in advance of the effective date, the discounts (or decisions to withdraw discounts) to their franchisee gasoline stations. In re Coordinated Pretrial Proceedings in Petroleum Products Antitrust Litig., 906 F.2d 432, 445 (9th Cir. 1990). The public dissemination of the discount information was of little value to the defendants’ franchisees or the end consumer. The franchisees could not shop around for the best oil prices: they could only purchase from their franchisor. Nor did the consumers care what the gas station paid for the gasoline. They cared only about the retail price. The purpose and effect then of publicly announcing changes in discounts to the franchisees were, as several defendants’ executives admitted, to quickly inform their competitors of the price change in the express hope that these competitors would follow the move and restore their prices. Without such transparency, the other defendants might not have readily detected one defendant’s withdrawal of its discount and followed accordingly because the individual branded gas stations’ retail prices varied considerably.

122. MAURICE E. STUCKE & ALLEN P. GRUNES, BIG DATA AND COMPETITION POLICY 21-22 (Oxford University Press 2016); EXECUTIVE OFFICE OF THE PRESIDENT; PRESIDENT’S COUNCIL OF ADVISORS ON SCIENCE AND TECHNOLOGY, BIG DATA AND PRIVACY: A TECHNOLOGICAL PERSPECTIVE X (2014); ORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT, SUPPORTING INVESTMENT IN KNOWLEDGE CAPITAL, GROWTH AND INNOVATION 325 (2013) (“In some cases, big data is defined by the capacity to analyse a variety of mostly unstructured data sets from sources as diverse as web logs, social media, mobile communications, sensors and financial transactions. This requires the capability to link data sets; this can be essential as information is highly context-dependent and may not be of value out of the right context. It also requires the capability to extract information from unstructured data, i.e., data that lack a predefined (explicit or implicit) model.”).

difficult to program the computers to ignore data sets without reducing efficiency.

C. Injecting Uncertainty in a Certain World

One enemy of collusion is the maverick firm, which “plays a disruptive role in the market to the benefit of customers.” A maverick may offer a disruptive technology or business model, take the lead in cutting prices (or resisting its rivals’ attempts to raise price), or expand its production capacity. Consequently, mavericks can program their pricing algorithm to behave as a maverick, such as rewarding market share growth over profitability within certain bounds, so as to enable them to quickly expand.

But even here, the rival firms’ computers may develop counter-strategies that ultimately thwart market share growth and foster instead coordinated behavior. Moreover, in industries where competitors compete in multiple product and geographic markets, computers can learn to retaliate across markets (e.g., the incumbent offers a steep discount in the maverick’s home market or markets sheltered from competition), which the maverick’s pricing algorithm can quickly learn is correlated with its discounting, thereby reducing its incentive to discount.

Another possibility is for the government to promote entry by mavericks with different incentives. One example would be entry by consumer-owned cooperatives, where the supra-competitive profits are redistributed to consumers (in the form of rebates). The rebate could effectively return prices to their competitive levels. One risk, however, is that cooperatives, subject to weak corporate governance, dissipate the profits on internal salaries, perks, or expansion into other markets.

D. Reconsidering the Relationship Between Humans and Machines

The Digital Eye scenario raises ethical and policy questions on the relationship between humans and machines. In such instances, can the law attribute liability to companies for their computers’ actions? At what stage, if any, would the designer or operator relinquish responsibility over the acts of the machine?

Evidently, defining a benchmark for illegality in such cases is challenging. It requires close consideration of the relevant algorithm to establish whether any illegal action could have been anticipated or was predetermined. Such review requires consideration of the programming of the machine, available safeguards, its reward structure, and the scope of its activities. The ability to identify the strand which is of direct relevance is questionable. The complexity of the algorithms’ data-processing
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and self-learning increases the risk that enforcers, in undertaking this daunting undertaking, stray far afield of rule of law ideals, such as transparency, objectivity, predictability, and accuracy.

Further, one must consider the extent to which humans may truly control self-learning machines. Humans design the initial algorithm, determine to launch it, and, arguably, could shut the computer down. But between its creation and death, the computer can undertake many strategies. Could a self-learning machine choose strategies that indirectly circumvent safeguards imposed to protect consumer welfare and operate independently to maximize profit? Could machines simply override the safeguards? Such questions draw attention to wider ethical and moral issues, which may affect the way our society evolves, and our ability to control and restrict such developments.128

In the context of competition and markets, friction among profit maximization, ethical trading, and consumer welfare exists. As algorithms, through reinforcement learning, identify ingenious solutions, consumers and society can benefit. But as algorithms extend to everyday business decisions, such as fixing the prices for goods and services, there is also the possibility that computers—to maximize profits—engage in coordinated, accommodating, or interdependent behavior. Importantly, they may do so through self-learning and rational decision-making, in a deterrent-free environment, bypassing safeguards which inhibit traditional price fixing or collusion.129

To illustrate the multiple ethical decisions “smart” computers may have to make, consider the design of smart, “autonomous” cars. In designing these cars, car makers have to consider whether algorithms should replicate ethical human decision-making.130 Such may be the case, for instance, when the computer identifies an imminent crash and needs to consider evasive action. Alternative crash outcomes may include, for example, severely injuring a child, killing an old person, or damaging property. The ethical decision as to the least harmful action cannot be taken lightly.131

By analogy from the machine ethics debate, one may pose the question as to how one could integrate ethics and legality into a computer
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program.\textsuperscript{132} Outside the clear instance of collusion through communications, how could one constrain the computer’s actions to avoid anticompetitive outcomes? Should such a move focus on the competitiveness of the market as a limiting benchmark or rather on illegality? As the two do not necessarily overlap, an explicit prohibition may not resolve the problem. Our concern stems from the ability of the machine to change the competitive landscape and thus reduce competition.

In the area of ethics and morality, a rule-based approach to AI has been criticized for its unsuitability and has proven to be insufficiently robust for most real-world tasks.\textsuperscript{133} When considered in the context of facilitating tacit collusion, one may wonder whether it may provide any workable rules to follow.

This brings us back to the legal question of liability. To what extent should or could liability be imputed on the creator or operator of the machine? Should the human and machines be viewed as independent or rather be treated as one? For instance, when should the law attribute liability to companies for their computers’ actions? The answer is easy when humans design and program the algorithm to further their illegal scheme. The answer is harder when a human command did not direct the computer’s actions. Instead, the computer’s action is the outcome of many intermediate steps of computer learning, which evolved from evaluating a voluminous variety of data. Thus, tacit collusion was not reasonably foreseeable as the likely and natural consequence. Granted, on one level, the firm is accountable: it created, used, and profited from the algorithm. But at what point, if any, would the designer or operator relinquish responsibility over the acts of the machine? If companies face strict liability for their computer’s tacit collusion, how could they constrain their computer’s actions to avoid less competitive outcomes? In instances in which the machine does not directly act on the designer’s or operator’s specific instructions, can liability be imputed? Can the use of a self-learning machine be condemned?

\textbf{E. Deterrence and Liability}

When considering liability in scenarios involving algorithms, it is helpful to distinguish between the initiation and implementation phases. When collaboration or communication dominate the initiation (human) phase, lack of it in the implementation (computerized) phase should not serve to evade liability. The full life cycle of the collusion should be considered. Otherwise, a selective view of implementation which does not take account of earlier communication or signaling may provide for a false negative and fail to consider the market dynamics in context.

When no such communications are present at the initiation and implementation stages, the question of liability becomes more complicated.

\textsuperscript{132} See EUR. RES. COUNCIL, \textit{supra} note 129.
\textsuperscript{133} Allen, Smit & Wallach, \textit{supra} note 128, at 149–50.
A possible solution may concern the imposition of liability once defendants become aware of the coordinated, accommodating behavior among the rivals’ computers. Such approach has been adopted in other legal areas, whereby one is liable for continuing to knowingly benefit from an illegal source of income. For example, in the UK, there is liability under the Proceeds of Crime Act 2002 for dealing with funds that one suspects of being criminal property, even if the defendant was not involved in the creation of those funds in the first place.\(^\text{134}\)

But would such an approach provide a workable intervention principle? Suppose the company recognizes that its computerized pricing structure is optimizing profits. It is plausible that profits are increasing as the computer programs are reducing costs (such as better utilizing resources) or using price discrimination and strategic discounting. It would be unlikely for the company to ascertain precisely to what extent the increase in profits is attributable to coordinated, accommodating, or interdependent behavior. It may be impossible to determine the extent to which the computer is reacting to market dynamics or shaping them. Would a hunch by executives that some profits are coming from tacit collusion be enough to impose antitrust liability?

In addition, if the defendants become aware of tacit collusion, what can they do about it? Depending how far the pricing mechanism is integrated with other functions, they could not necessarily turn off the computer. Nor could they necessarily override the algorithm’s price with their own price, as it may be logistically impossible to enter and update the pricing across markets. Moreover, the adjusted pricing may still be inflated.

Assuming that the computers are programmed to refrain from any violation of the competition laws, the company may have done all it can to ensure compliance. The facilitation of conscious parallelism through rational, independent action may well fall outside compliance with competition law. Furthermore, programming compliance is challenging, particularly when one attempts to capture the creation of a market dynamic like conscious parallelism. A command not to fix price may be simple to execute; but, under reinforcement learning, the algorithm will seek ingenious solutions including, as the competition authorities recognize, the myriad possibilities of coordinated interaction, not all of which are illegal.\(^\text{135}\)

\section*{F. Incremental Changes}

Another conceptual difficulty concerns the benchmark one may use to establish the counterfactuals when dealing with the creation or strengthening of tacit collusion.

\(^{134}\) Proceeds of Crimes Act 2002, c. 29, § 340 (Eng.).

\(^{135}\) On this point, see 2010 Merger Guidelines, supra note 75, § 7.
Today, we may benefit from market transparency, which was unavailable before the Internet era. This transparency, and modern speed of communications can, however, under certain market conditions, also lead to tacit collusion and supra-competitive prices. Yet, we do not suggest to treat this advance in technology as the focal point for antitrust investigation. In fact, we treat the current level of transparency as a direct outcome of market dynamics.

Computer programs and algorithms are constantly changing and improving in their ability to optimize decision-making. Similarly, the interface between humans and computers is rapidly evolving. As market transparency and interdependence are subjected to incremental changes—how does one identify credible counterfactuals when assessing changes in market dynamics? Should the last incremental development be contrasted with the previous one or with a computer-free reality? Absent a transformative change in technology and market dynamics, it may be difficult to identify the point of intervention and comparison. After all, today’s artificial levels of transparency may be tomorrow’s acceptable norm.

The shifting norms also reflect the regulatory challenges if the government altered the speed for price changes. Suppose, for example, the government regulated firms’ pricing algorithms to slow down pricing changes across the entire system. The pricing algorithms, while continually monitoring the rivals’ pricing and business maneuvers, would now face a time delay in changing price. Under this scenario, the maverick—if the delay were long enough—could profit from being the first to lower its price. But this solution faces political problems: competitors would quickly complain that the government is preventing them from discounting.

One alternative is if the government allowed price decreases to be immediately implemented, but imposed a time lag for price increases. But pricing algorithms, like humans, could game the system. For example, a dominant incumbent could punish the maverick by undercutting its price. The maverick could not immediately raise its price, and would be forced to lower its price even further. Taking this into account, the maverick’s algorithm, before discounting, would likely calculate the probability of incumbents retaliating, its costs (including lost profits) in discounting, and the benefits (which would be slight if rivals would instantly match the maverick’s lower price). The governmental pricing delay—rather than help the maverick and consumers—would instead serve as a punishment mechanism for defecting from the supra-competitive price. In reducing the maverick’s incentives to lower price in cases where retaliation is likely, the governmental pricing delay would unintentionally fos-
ter tacit collusion. We explore elsewhere other potential countermeasures to tacit algorithmic collusion.136

G. Active Intervention

Considering the above, it may be challenging for law-makers to identify (and enforce) a clear, enforceable triggering event for intervention that would prevent the anticompetitive market dynamics.

At the legislative level, one could consider an *ex ante* approach by which, under certain market conditions, companies must report the use of certain algorithms. Such a regulatory mechanism is likely to impose costs at agency and company levels. It may also prove difficult to implement, especially in cases involving Category IV. Competition authorities would have a difficult time overseeing firms’ attempts to design a machine to optimize performance while instructing it to ignore or respond irrationally to market information and competitors’ moves, or to pursue inefficient outcomes.

An *ex post* approach may trigger intervention when markets seem to operate in concert. A market investigation or inquiry, initiated by the competition agency, may provide an effective *ex-post* vehicle to consider the functioning of certain markets. Take, for example, the powers of the UK Competition and Markets Authority to initiate market investigations, gather and appraise evidence, and, where necessary, impose structural or behavioral remedies.137 Other authorities possess similar, albeit more limited powers, to investigate sectors of the economy, publish reports, and initiate action.138 In the context of this Article, such powers may be used to evaluate computerized market environments, and require companies to reveal the nature of algorithms used in an attempt to ascertain whether these algorithms create excessive transparency or lead to interdependence. The more selective intervention under an *ex post* regime may have more limited cost implications. It may also limit the possible adverse effects on innovation and investment, as it is only after tacit collusion is detected that the market is subjected to a monitoring exercise. An *ex post* monitoring exercise would require the legislator to determine whether liability ought to be imputed on the companies involved. Taking our earlier discussion into account, one may favor a no liability rule (Category IV) absent clear evidence of intent (Category III).

---

138. See for example the European Commission’s power to carry out Sector inquiries pursuant to Article 17 of Regulation 1/2003. Noteworthy is the Commission’s Sector inquiry into e-commerce in the EU, launched on 6 May 2015. The Commission published its final report in 2017.
Another intervention is price regulation. F.A. Hayek in the 1940s accurately identified the knowledge problem confronting any price regulator:

[T]he “data” from which the economic calculus starts are never for the whole society “given” to a single mind which could work out the implications and can never be so given. The peculiar character of the problem of a rational economic order is determined precisely by the fact that the knowledge of the circumstances of which we must make use never exists in concentrated or integrated form but solely as the dispersed bits of incomplete and frequently contradictory knowledge which all the separate individuals possess.139

But we are moving from an analog to digital world, where firms can use Big Data and Big Analytics to better predict an individual’s reservation price and preferences.140 If firms can harness Big Data and Big Analytics to determine the profit-maximizing collusive price (or ways to price discriminate perfectly), can the government use pricing algorithms to determine a competitive price? As Hayek recognized, “[i]f we possess all the relevant information, if we can start out from a given system of preferences, and if we command complete knowledge of available means, the problem which remains is purely one of logic.”141 So one could argue that price regulation in the post-Hayekian world of Big Data is possible once industry data on individual consumer preferences and firm costs is collected and analyzed. If Uber, as an intermediary, can calculate the surcharge for its many drivers and passengers during periods of congestion, then one may ask why the government couldn’t use pricing algorithms to monitor and update industry. One set of concerns involves incentives and regulatory capture. Moreover, the road to perfect price regulation may also lead to a world of limited privacy, among other things.142

Consequently, under current law, competition agencies may find it difficult to challenge each firm’s unilateral decision to use sophisticated algorithms to analyze market information and determine prices, even if it results in higher prices to the detriment of consumers. Be it an ex post or ex ante regime, one has to confront the challenge of identifying the adequate level of intervention, if such exists, when dealing with the creation of market conditions for conscious parallelism. A remedy which requires an algorithm to ignore market prices or not to react to market changes may well undermine competition. The enforcer’s efforts to reduce price transparency may similarly harm consumers. Undoubtedly, intervention would require careful technological and policy fine tuning to avoid these pitfalls. Some may argue that these challenges should even tilt the bal-

141. Hayek, supra note 139, at H.1.
142. See EZRACHI & STUCKE, supra note 67.
ance in favor of nonintervention. Such an approach, however, risks creating a lacuna which market players may exploit. Assuming that technology can provide benchmarks and tools for intervention, enforcers should not simply ignore algorithmic tacit collusion.

V. CONCLUSION

Computer algorithms have transformed the way we trade and will continue to do so in an increasing pace. The creation of fast-moving, digitalized markets yields many benefits, yet algorithms also change the dynamics of competition, and may limit it.

Our discussion explored four categories of algorithmic-supported collusion. We identify as most challenging, from both legal and enforcement perspectives, instances in which algorithms facilitate conscious parallelism and are not likely to be challenged under current laws.

Category IV, which concerns the use of autonomous machines, further challenges our thinking as it raises questions as to the relationship between humans and machines. These questions may become increasingly prominent as technology advances and AI becomes an integral part of our surroundings.

The possible detachment between the actions of the algorithm and its human designers and operators raises challenges regarding the ability to attribute liability to its operators, who may escape scrutiny due to the unforeseen nature of self-learning. Rule of law concerns include how to differentiate between express agreement and accommodating behavior, and greater subjectivity over whether and when computers “agreed.” Ethical concerns include to what extent should humans be held accountable for low probability or hard to predict events? With no human intent and immoral conduct, there is a greater risk of jury nullification.

The detachment between the algorithm and its operators also reveals a potential failure to deter as algorithms are not susceptible to traditional deterrents, such as jail, monetary fines, and shaming.

In a digitalized universe in which the law’s moral fabric is inapplicable, game theories will be constantly modelled until a rational, predictable outcome is identified. Given the transparent nature of these markets, algorithms may change the market dynamics and facilitate tacit collusion, higher prices, and greater wealth inequality. In such a reality, firms may have a distinct incentive to shift pricing decisions from humans to algorithms. Humans will more likely wash themselves of any moral concerns, in denying any relationship and responsibilities between them and the computer.

143. See supra Part III.
So, it is noteworthy that we enter this new antitrust world with a small-stakes case like *Topkins*. The companies used algorithm-based pricing software to sell their posters, prints, and framed art online. But the executives still had one foot in the old cartel world as they allegedly discussed and agreed among themselves to fix prices for their products. How will competition officials respond when the executives leave this old world behind? When the executives no longer need to meet in hotel rooms since their pricing algorithms, in enhancing market transparency, foster classic tacit collusion and new forms of anticompetitive conduct? How will the agencies and courts respond to this new world of collusion? This remains unclear. Policy-makers must recognize the dwindling relevance of traditional antitrust concepts of “agreement” and “intent” in the age of Big Data and Big Analytics. Rather than redefining agreement or intent, perhaps policy-makers need to introduce checks and balances to lessen the risks of algorithmic tacit collusion.


145. *Id.*